
CAPD	/	CUROP	
	

1	

A	Collection	of	Multimodal	Transcription	Methods	
Organised	alphabetically	by	first	author,	then	by	date	of	publication.	

Ayaß,	Ruth	–	‘Doing	data:	The	status	of	transcripts	in	Conversation	Analysis’	

	

Figure	1.1.	Initial	description:		 Excerpt	from	Ayaß	(2001:	237;	our	translation).	

Ayaß	demonstrates	a	description	style	she	presented	in	a	2001	text,	which	she	describes	as	
employing	a	‘logocentristic	method	on	a	number	of	levels’.	The	spoken	word	is	the	central	element	
in	this	transcription	method,	and	thus	lines	containing	utterances	are	numbered,	and	non-verbal	
modalities	are	represented	around	the	text.	The	non-verbal	modalities	included	here	include	gaze	
and	gesture,	and	the	combination	with	conversation	analysis	(CA)	techniques	means	that	
intonational	information	is	encoded	within	the	verbal	transcription.	Ayaß	describes	the	method	of	
transcribing	‘non-linguistic’	information	as	‘verbalized,	that	is,	the	shake	of	the	head,	the	gaze,	and	
so	on’.	

	

Figure	1.2.	Initial	description:		 Excerpt	from	Heath’s	‘Demonstrative	suffering’	(2002:	600),	
reprinted	with	permission	of	the	author.	

Ayaß’s	second	transcription	methods	seeks	to	avoid	the	subordination	of	information	she	describes	
as	‘non-linguistic’	(that	is,	modalities	other	than	speech).	It	is	a	text	transcribing	how	a	patient	is	
likely	to	demonstrate	the	pain	of	a	headache,	using	still-frame	images	from	a	recorded	video.	
Instead	of	simply	exemplifying	the	transcript,	the	images	are	the	primary	piece	of	information	within	
the	transcript.	Whilst	this	method	does	have	some	merits,	it	is	too	minimalistic	for	extensive	
transcription	of	audiovisual	data,	and	is	not	accessible	to	those	unfamiliar	with	the	method.	
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Figure	1.3.	Initial	description:	 Excerpt	from	Hindmarsh	and	Heath’s	‘Sharing	the	tools	of	the	trade’		
	 	 	 	 (2000:	535),	reprinted	with	permission	of	the	authors.	

The	third	transcription	method	which	Ayaß	demonstrates	is	something	of	a	combination	of	the	
previous	two.	The	positioning	of	the	still-frame	image	on	the	left	of	the	transcript	gives	it	
prominence	in	Western	reading	styles,	and	it	is	supported	by	a	vertical	play-script	style	transcription	
drawing	from	CA	techniques.	There	is	no	specific	temporal	information	here	aside	from	the	date	and	
timestamp	of	the	fragment,	so	we	are	led	to	assume	that	‘C’s	action	continues	for	the	duration	of	
the	transcribed	information.	This	is	a	simple	yet	effective	method	which	will	presumably	continue	to	
provide	images	alongside	transcription	for	the	duration	of	transcribed	material.	
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Figure	1.4.	Initial	description:		 Excerpt	from	Mondada’s	‘Coordinating	action	and	talk-in-interaction		
	 	 	 	 in	and	out	of	video	games’	(2012:	246),	reprinted	with	permission	of		
	 	 	 	 the	author.	

Ayaß’s	fourth	method,	reproduced	from	a	text	by	Lorenza	Mondada,	shows	a	more	complex	
transcript.	Two	participants	playing	a	football	video	game	are	pictured	on	camera	themselves,	as	
well	as	their	game	represented	alongside.	Underneath	this,	a	CA	vertical	transcript	encodes	what	the	
participants	say,	their	gestures	to	one	another	and	the	events	occurring	in-game.	Gaze	is	presented	
through	the	first	image,	where	both	participants	are	looking	facing	the	television	screen.	As	no	
contrary	information	on	gaze	is	given,	we	presume	that	this	state	does	not	change.	The	textual	
transcription	is	given	in	a	conventional	style	created	by	Mondada,	seen	in	Figure	10.1.	Although	
Mondada’s	transcription	method	relies	on	prior	knowledge	of	its	conventions,	this	method	is	
otherwise	an	effective	means	for	transcribing	audiovisual	data.		
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Figure	1.5.	Initial	description:		
	
Excerpt	from	Goodwin’s	‘Pointing	as	
situated	practice’	(2003:	19),	
reprinted	with	permission	of	the	
author.	

	

	

	

	

	

	

	

	

	

	

	

	

The	final	transcription	method	Ayaß	exemplifies	seeks	to	encode	information	on	speech,	gaze,	and	
gesture.	Dashed	lines	aim	to	connect	people	with	spoken	word,	and	directional	arrows	show	gaze	
(bidirectional	arrows	show	reciprocated	gaze).	The	image	exemplifies	the	situation,	but	it	is	
important	to	note	that	the	box	containing	the	‘Point	with	Trowel’	is	another	separate	type	of	media,	
as	it	is	an	enlargement,	likely	through	redrawing.	The	transcript	functions	adequately	in	portraying	
information	in	a	sequential	manner,	but	whilst	the	directional	arrows	for	gaze	are	effective,	the	
dashed	lines	indicating	speech	complicate	the	image.	It	seems	unnecessary	to	attribute	speech	to	
speaker	using	their	name	in	the	transcript	and	also	with	dashed	lines	(though	inconsistently).	
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Baldry,	Anthony	and	Thibault,	Paul	–	‘Multimodal	Transcription	and	Text	Analysis’	

	

Figure	2.1.	Initial	description:		 Appendix	I:	Multimodal	Transcription	of	the	Westpac	advertisement		
	 	 	 	 (T=	time	in	seconds)	

Baldry	and	Thibault’s	first	multimodal	analysis	method	is	in	the	form	of	a	table,	correlating	time	
against	a	number	of	other	elements	of	the	text.	The	visual	frame	is	portrayed	at	a	rate	of	one	frame	
per	second,	with	a	visual	image	column	describing	the	image	framing.	Further	comments	encode	
information	on	kinesic	action	and	sountrack,	and	finally	metafunctional	interpretations	of	the	action.	
This	method	effectively	portrays	the	information	from	the	audiovisual	text,	and	the	tabular	layout	
means	it	is	easy	to	separate	modalities.	Furthermore,	it	allows	a	vertical	reading	to	analyse	the	
ongoing	use	of	one	modality,	or	a	horizontal	reading	gaining	all	information	regarding	a	fixed	point.	
In	all,	this	is	a	well-designed	transcription	method	which	provides	useful	ideas,	but	it	is	not	perfect.	
In	order	to	transcribe	communicational	cues	for	arrogance,	we	will	need	to	focus	more	on	modalities	
such	as	gaze	and	gesture,	thus	will	need	to	give	them	more	prominence	within	the	transcription.	
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Figure	2.2.	Initial	Description:		 Transitivity	frames	in	the	Eskimo	advertisement	

In	their	second	transcription	method,	Baldry	and	Thibault	once	again	use	a	tabular	layout,	but	
rearrange	somewhat.	The	still-image	frames	run	horizontally,	supporting	western	left-right	reading	
patterns,	thus	they	are	portrayed	temporally	sequential.	Instead	of	using	one	frame	per	second	on	a	
termporal	axis,	the	audiovisual	text	is	split	into	units	according	to	on-screen	content.	These	units	are	
then	titled	as	to	their	content.	Far	more	information	is	transcribed	within	this	table,	including	shot	
type	and	angle,	gesture,	gaze,	and	shot	transition.	Some	units	contain	two	still-frame	images,	and	
some	three.	This	transcription	method	is	much	more	thorough	than	their	initial	table,	and	especially	
more	useful	in	terms	of	transcribing	communicational	cues	for	arrogance.	The	extra	resources	
required,	such	as	gaze	and	gesture,	are	laid	out	accessibly.	Due	to	the	horizontal	sequence,	reading	
one	modality	left	to	right	gives	its	progression	through	the	text.	This	is	a	more	natural	format	for	
most	western	readers.	Therefore,	Baldry	and	Thibault’s	second	transcription	method,	which	they	
have	named	‘macro-analytical’	is	one	of	the	most	comprehensive	and	useful	we	have	seen	so	far.			
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Bezemer,	Jeff	and	Mavers,	Diane	–	‘Multimodal	transcription	as	academic	practice:	a	

social	semiotic	perspective’	

	

Figure	3.1.	Initial	description:	 Excerpt	from	[Mavers	(2009:	p.	146)]	Reprinted	with	permission	of		
	 	 	 	 the	author(s).	

The	first	transcription	method	that	Bezemer	and	Mavers	present	comes	from	a	previous	text	by	
Mavers	herself.	It	is	a	minimalistic	transcription	method	encoding	gesture	and	speech	designed	to	
instruct	students.	Gesture	is	both	describe	linguistically	and	illustrated,	whilst	speech	is	transcribed	
orthographically.	Whilst	it	is	apparent	that	the	transcription	would	be	sufficient	to	portray	the	
limited	instructions	the	students	require,	it	is	not	a	comprehensive	transcription	method	capable	of	
dealing	with	other	modalities	such	as	gaze	and	intonation.		
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Figure	3.2.	Initial	description:		 Excerpt	from	[Erickson	(2004:	p.	58)]	Reprinted	with	permission	of		
	 	 	 	 the	author(s).	

Another	transcription	method	reproduced	by	Bezemer	and	Mavers	opts	from	a	play-script	style.	
Speech	is	the	most	prominent	modality	in	this	transcription,	whilst	other	information	is	given	in	
italicised	text.	Modalities	other	than	speech	are	not	differentiated,	but	are	described	linguistically	
with	little	distinction.	Information	on	gaze,	gesture	and	intonation	are	all	given	above,	but	all	in	
italics.	This	method	may	be	of	some	use	where	there	is	little	non-verbal	communication	in	the	
interaction,	but	in	the	interests	of	finding	a	flexible	and	adaptive	transcription	method,	this	is	too	
restrictive.	
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Figure	3.3.	Initial	
description:		

Excerpt	of	transcript	
from	[Norris	(2004:	p.	
102)]	Reprinted	with	
permission	of	the	
author(s).	

	

	

	

	

	

	

	

	

	

	

	

	

	
	

	

	

Bezemer	and	Mavers	exemplify	a	transcription	method	from	a	2004	text.	Several	strategies	are	used	
within	this	transcription	to	express	different	information.	Font	and	text	layout	is	used	to	express	
intonation	and	stress,	and	different	participants	are	given	different	shades	to	differentiate	between	
them.	English	translation	of	initially	German	speech	is	given	in	text	boxes,	and	gaze	is	shown	using	
directional	arrows.	Gesture	is	evident	through	the	still-frame	images.	Whilst	this	method	does	
encode	most	of	the	information	we	will	require,	the	layout	can	be	difficult	to	make	out.	Considering	
this	interaction	only	contains	two	participants,	a	larger	discussion	would	lead	to	a	very	cluttered	
description.	This	method	does	have	its	merits,	but	it	will	be	insufficient	in	transcribing	larger	group	
discussion.		
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Figure	3.4.	Initial	description:	 Excerpt	of	transcript	from	[Heath,	Hindmarsh	&	Luff	(2010:	p.	70)]		
	 	 	 	 Reprinted	with	permission	of	the	author(s).	

This	transcription	method	is	drawn	from	a	2010	text,	and	similarly	to	Figure	1.4	combines	still-frame	
images	with	orthographic	transcription.	This	transcription,	however,	uses	a	horizontal	transcription	
of	speech.	This	is	possible	due	to	the	short	fragment	of	data	being	transcribed	–	further	transcription	
would	require	extending	the	transcript	horizontally	or	representing	another	fragment	in	similar	style	
below	it.	Speech	is	transcribed	orthographically,	and	there	are	two	layers	of	information	which	seem	
to	be	an	overlap	of	gaze	and	gesture.	The	italicised	information	closest	to	speech	focuses	mainly	on	
gaze,	but	also	described	how	the	participants	orientate	their	bodies.	The	second	layer	describes	
other	action	within	the	audiovisual	text,	such	as	sitting	and	pointing.	There	is	an	attempt	at	
transcribing	the	temporal	length	of	actions,	but	close	analysis	of	this	requires	understanding	of	the	
underlying	conventions	used.	The	horizontal	layout	of	this	transcription	is	effective,	as	it	
demonstrates	how	different	actions	are	occurring	simultaneous	to,	or	between	speech	acts.	It	would	
benefit	from	some	refining,	and	better	separation	of	modalities	like	gaze	and	gesture.		
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Bezemer,	Jeff	–	‘How	to	Transcribe	Multimodal	Interaction?’	DRAFT	

	

Figure	4.1.	No	initial	description.	

Bezemer	arranges	this	transcription	temporally	along	a	horizontal	axis.	The	timestamp	of	the	
multimodal	text	is	given	continually	across	the	top	of	the	transcription.	There	are	two	main	
participants,	the	consultant	and	the	senior	house	officer	(SHO).	Each	participant’s	contributions	are	
separated	into	their	various	modalities,	though	the	consultant	only	enacts	gestures.	Each	modality	
progresses	horizontally	along	with	the	time,	ad	still-frame	images	capture	what	is	happening	in	the	
surgical	theatre	simultaneously.	The	SHO’s	gestures	are	split	further	into	the	body	part	which	
conducts	them,	thus	‘upper	body’,	‘right	arm/hand’	and	‘head/gaze’	are	transcribed	separately.	The	
combination	of	‘head/gaze’	implies	that	gaze	is	linked	to	where	the	head	is	pointing.	Speech,	though	
minimal,	is	given	on	its	own	horizontal	access.	This	transcription	method	is	effective	as	it	is	easy	to	
read	each	modality	as	it	progresses.	Moreover,	it	is	apparent	which	actions	are	coinciding,	and	the	
transition	between	gestures	is	provided	in	tandem	with	temporal	information.	Thus,	the	transcript	
remains	uncluttered	and	manageable.	Bezemer’s	transcription	method	is	one	of	the	most	effective	
documented	so	far,	and	will	prove	valuable	in	transcribing	future	multimodal	texts.		
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Cowan,	Kate	–	‘Multimodal	transcription	of	video:	examining	interaction	in	Early	Years	classrooms’	

	

Figure	5.1.	Initial	description:	 Multimodal	transcript	of	video	using	a	tabular	layout.	

Cowan	uses	this	multimodal	transcription	method	so	as	to	invite	‘alternative	non-temporal	reading	
pathways’.	Cowan	separates	vocalisations	from	Ellie	and	Toby,	and	also	transcribes	sounds	from	the	
computer	program,	Toby’s	mouse	use	(a	form	of	gesture)	and	both	of	their	gaze	patterns.	This	
transcription	method	was	designed	specifically	for	use	in	early	years	classroom	usage	where	
students	are	recorded	using	a	computer	program.	Thus,	gesture	is	restricted	to	‘Mouse	use	(Toby)’	
as	this	is	seen	as	the	only	relevant	gesture.	A	setback	of	this	method	is	that	no	temporal	information	
is	encoded,	aside	for	the	sequence	of	events.	It	is	impossible	to	tell	how	long	vocalisations	or	actions	
take,	except	by	comparison	to	simultaneous	events.	Nevertheless,	the	transcription	is	effective	
within	the	sphere	of	its	own	goals.	Considering	an	interaction	with	more	participants,	it	could	
become	cumbersome	to	encode	all	of	their	speech,	gaze	and	gesture	separately.	Thus,	whilst	this	
method	is	effective	for	transcribe	the	minimal	speech,	gesture	and	gaze	by	two	participants,	it	would	
struggle	to	support	larger	and	more	dynamic	multimodal	events.		



CAPD	/	CUROP	
	

13	

	

Figure	5.2.	Initial	description:	 Multimodal	transcript	of	video	using	a	timeline	layout.	

Cowan’s	second	transcription	style	is	similar	to	Bezemer’s	in	Figure	4.1.	The	same	information	is	
encoded	as	in	Figure	5.1,	but	it	is	far	more	effective	in	a	timeline	style	layout.	Information	continues	
horizontally	along	a	temporal	access,	and	a	key	renders	the	text	accessible	even	to	a	lay	audience	
given	some	time	to	become	familiar	with	it.	In	this	manner,	it	is	far	more	easy	to	see	the	length	of	
events,	and	the	addition	of	still-frame	images	allows	a	cross	reference	where	any	confusion	may	
occur.	It	is	apparent	that	this	flexible	style	of	transcription	could	accept	more	participants	simply	by	
adding	their	contributions	as	additional	horizontal	axis.	Within	the	transcription	of	speech,	some	CA	
techniques	are	observed	to	encode	information	such	as	stress	and	intonation.	In	all,	this	is	a	flexible	
and	effective	transcription	method.	
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Flewitt,	Rosie	–	‘What	are	multimodal	data	and	transcription?’	

	

Figure	6.1.	Initial	description:	 Transcription	of	synchronous	online	interaction	in	audio		
	 	 	 	 conferencing	environment.	

Flewitt’s	first	example	of	multimodal	transcription	is	drawn	from	a	2006	text,	and	is	designed	for	
transcribing	audio	conferencing.	The	transcription	is	tabular,	with	relatively	basic	information.	The	
data	is	divided	into	turns,	and	these	are	allocated	a	timestamp.	Audio	from	a	film	clip	is	transcribed	
orthographically,	and	there	are	also	columns	for	text	chat,	and	other	actions	within	the	call.	The	
transcription	is	effective	in	collecting	what	the	participants	said	within	the	discourse	and	their	
actions	within	the	call	(such	as	voting),	but	the	method	would	not	support	a	more	complex	
multimodal	transcription	requirement.	There	are	no	resources	for	encoding	external	gaze	and	
gesture.	This	transcription	serves	its	purpose,	but	is	restrictive	due	to	the	specificity	of	that	purpose.		
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Figure	6.2.	Initial	description:	 Transcription	of	a	section	of	an	episode	of	naturally	occurring		
	 	 	 	 interaction	between	adult	and	child	around	the	construction	of	a		
	 	 	 	 text.	

This	transcription	also	uses	a	tabular	format,	and	is	somewhat	more	extensive	than	the	previous	
one.	The	transcription	is	once	again	separated	into	event	turns,	and	each	turn	is	given	a	timestamp,	
including	those	without	spoken	language.	This	method	encapsulates	all	main	transcription	
requirements:	gaze,	gesture,	language	and	actions.	This	method	was	designed	to	transcribe	a	
drawing	exercise	between	an	adult	and	child,	thus	there	is	a	section	containing	still-frame	images	of	
the	drawing	as	it	progresses.	Once	again,	we	see	gesture	and	action	separated,	with	gesture	relating	
to	indicative	or	pointing	actions,	whereas	action	encodes	physical	occurrences	beyond	these	limits.	
Spoken	language	is	transcribed	orthographically,	with	no	input	from	CA.	Thus,	there	is	no	
information	encoded	on	stress,	intonation	and	similar	as	these	are	not	required	for	the	specific	
purpose	of	this	transcription.	This	transcription	is	helpful	insofar	as	providing	another	example	of	a	
tabular	transcription	method,	and	we	can	continue	to	evaluate	what	strengths	and	weaknesses	this	
style	holds.		
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Figure	6.3.	Initial	description:		 Transcription	of	multiparty	interaction.	

Flewitt’s	third	transcription	method	shows	some	similarity	to	that	in	Figure	3.3,	using	a	still-frame	
image	based	style	with	further	information	overlaid.	We	see	again	the	text	presented	in	a	curved	
script	representing	intonation.	The	image	has	been	constructed	from	multiple	images	so	as	to	show	
where	the	researcher	was	standing.	Language	from	different	participants	is	separated	as	one	is	in	
text	boxes.	Again,	much	of	the	gesture	and	gaze	is	inferred	solely	through	the	still-frame	images,	and	
directional	arrows	indicate	the	direction	of	gesture	movement.	This	transcription	method	has	its	
benefits	in	showing	lots	of	visual	information,	but	it	can	be	difficult	to	deconstruct.	Considering	again	
the	potential	for	multimodal	data	to	involve	more	participants,	this	style	of	transcription	will	be	
excessively	complex	as	more	information	is	added.		
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Figure	6.4.	Initial	description:		 Drawings	integrated	into	an	extensive	transcript	of	speech.	

Flewitt’s	final	example	transcription	is	based	in	conversation	analysis	techniques.	It	consists	of	a	CA	
convention	play-script	style	transcript	with	images	integrated	to	encode	further	modalities.	The	
images	are	a	recreation	of	participants	during	the	event.	Directional	arrows	indicate	gaze,	and	the	
images	attempt	to	demonstrate	their	gestures.	Due	to	the	CA	conventions	used	in	the	language	
transcript,	intonation	and	stress	are	included	within	this	transcription.	Whilst	the	drawings	are	an	
acceptable	medium,	they	are	not	nearly	so	accurate	as	still-frame	images	in	transcription,	and	their	
placement	disrupts	the	conventions	of	play-script	style	language	transcription.	This	transcription	
method,	therefore,	would	not	be	wholly	effective	in	transcribing	complex	multimodal	data.		
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Guichon,	Nicolas	and	Wigham,	Ciara	–	‘A	semiotic	perspective	on	webconferencing-supported	
language	teaching’	

	

Figure	7.1.	Initial	description:	 Alignment	of	trainee	hors-champ	video	with	trainee	and	student		
	 	 	 	 webcam	videos	in	ELAN.	

Guichon	and	Wigham	demonstrate	a	transcription	using	the	ELAN	software	to	match	modalities	such	
as	speech	and	gesture	to	an	audiovisual	text	along	a	temporal	axis.	Bars	are	used	along	these	
horizontal	axis	to	show	the	duration	of	gestures	and	speech	acts.	This	is	less	a	method	of	
transcription	so	much	as	an	example	of	how	data	is	configured	by	the	ELAN	software.	Thus,	this	
transcription	is	effective	in	that	is	shows	the	potential	for	using	ELAN	to	process	multimodal	data.		
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Helm,	Francesca	and	Dooly,	Melinda	–	Challenges	in	Transcribing	Multimodal	Data:	A	Case	Study	

	

Figure	8.1.	Initial	description:	 Working	multimodal	transcription	of	Session	1	Turns	209-214.	

This	transcript	was	produced	specifically	for	data	from	a	videoconferencing	program	called	‘Soliya’,	
thus	its	purpose	is	restricted	to	the	modalities	of	that	platform.	Nevertheless,	in	this	transcription	we	
see	a	fairly	conventional	tabular	layout,	separating	different	actions	into	turns	and	allocating	each	a	
timestamp.	The	modalities	engaged	through	Soliya	are	a	webcam,	including	audible	speech,	and	a	
text	chat	box.	However,	the	transcription	only	handles	the	recorded	speech	and	text	chat	rather	
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than	gesture	or	gaze	from	the	webcam	video.	Thus,	whilst	this	transcript	handles	verbalised	
language	and	text	language	adequately,	it	does	not	seek	to	provide	a	complete	transcription.	The	
transcription	serves	its	purpose,	but	we	will	learn	more	from	one	of	the	more	comprehensive	
tabular	layouts	exemplified.		
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MacWhinney,	Brian	–	‘Transcribing,	searching	and	data	sharing:	The	CLAN	software	and	the	TalkBank	
data	repository		

	

Figure	9.1.	Initial	description:		 Audio	Transcription	from	a	Waveform	

MacWhinney	first	demonstrates	how	CLAN	can	present	an	audio	transcription	and	match	the	
transcription	to	the	waveform	of	the	original	audio	as	it	plays.	This	can	allow	for	easier	identification	
of	parts	of	the	transcription	within	the	whole	original	text.	However,	this	method	of	transcription	
only	deals	with	the	verbal	modality,	so	it	is	insufficient	for	multimodal	analysis.		
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Figure	9.2.	Initial	description:	 Video	transcription	

MacWhinney	also	demonstrates	how	CLAN	can	link	a	transcript	to	the	video	it	came	from,	
highlighting	the	transcribed	text	as	it	is	spoken	in	the	video.	Only	verbal	speech	is	transcribed	
through	CA	conventions,	and	all	other	information	is	represented	by	the	original	multimodal	data	
being	displayed.	Therefore,	this	is	not	a	complete	transcription,	but	a	means	of	linking	some	
transcribed	parts	of	the	data	temporally	to	the	media	itself.	An	effective	transcription	method	for	
communicational	cues	to	arrogance	will	need	to	encode	data	such	as	gesture	and	gaze	specifically,	
rather	than	rely	on	its	demonstration	through	the	original	media.	
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Mondada,	Lorenza	–	‘Covnentions	for	multimodal	transcription’	

	

Figure	10.1.	Initial	description:	 Example	

Through	her	paper,	Mondada	introduces	new	conventions	for	multimodal	transcription,	and	refines	
her	transcription	method	as	she	continues.	This	transcription	is	the	best	example	of	her	final	
methodology.	Mondada	provides	a	key	of	the	textual	symbols	she	uses,	as	well	as	further	
explanation	of	how	these	work	flexibly	within	a	larger	transcription.	

	

Figure	10.2.	Initial	description:	 No	initial	description.	

Understanding	Mondada’s	transcription	method	requires	dedicating	time	to	understanding	her	new	
conventions,	but	it	does	go	a	long	way	to	providing	a	thorough	transcription	method.	Both	gaze	and	
gesture	actions	can	have	initiation,	length	and	retraction	encoded.	Although	it	could	become	very	
complex	with	more	participants,	Mondada	makes	a	strong	case	for	using	play-script	style	
transcription	to	encode	all	the	information	required.		
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Mondada,	Lorenza	–	‘Challenges	of	multimodality:	Language	and	the	body	in	social	interaction’	

	

Figure	11.1.	Initial	description:		 No	initial	description.	

In	this	more	recent	paper,	Mondada	demonstrates	her	conventionalised	multimodal	transcription	
method	with	the	addition	of	still-frame	images.	This	is	only	a	small	adaption	from	Figure	10.1,	using	
captured	images	to	further	exemplify	the	gestures	and	gazes	she	described	linguistically	within	the	
transcript.	This	is	an	improvement	insofar	as	it	removes	some	of	the	ambiguity	in	describing	gaze	
and	gesture	linguistically.	However,	this	transcription	method	retains	the	same	downsides	as	its	
initial	demonstration:	the	conventions	are	complex,	and	it	could	definitely	become	difficult	to	handle	
with	more	participants	involved.	
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Recktenwald,	David	–	‘Toward	a	transcription	and	analysis	of	live	streaming	on	Twitch’	

	

Figure	12.1.	Initial	description:	 The	Oddone	sucks?	

Recktenwald’s	transcription	method	seeks	to	transcribe	multimodal	data	from	the	online	streaming	
platform	twitch,	which	shows	a	game	being	played,	a	webcam	on	the	streamer	(playing	the	game)	
including	their	speech,	and	a	text	chat	box	for	people	watching	the	stream.	Recktenwald’s	method,	
therefore,	is	surprisingly	minimalistic.	Events	are	split	into	turns	each	with	a	timestamp,	although	
the	transcription	is	only	thirty	seconds	long.	The	nature	of	many	people	interacting	through	the	text	
chat	box	means	many	turns	can	occur	within	a	very	short	time.	Gaze	and	gesture	are	obviously	not	
ranked	as	particularly	important	within	this	transcript,	as	they	are	placed	in	a	column	named	
‘Streamer’	which	includes	all	of	the	streamer’s	verbal	communication,	gaze	and	gesture	behaviour.	
This	transcription	serves	to	reinforce	the	conventions	of	the	tabular	transcription	style,	but	further	
than	this	it	offers	little	ingenuity	in	terms	of	multimodal	transcription.		
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Satar,	Müge	–	‘Multimodal	language	learner	interactions	via	desktop	videoconferencing	within	a	
framework	of	social	presence:	Gaze	

Figure	13.1.	Initial	
description:	

Can	you	see?	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

Satar’s	paper	focuses	expressly	on	gaze	in	videoconferencing	environments.	Whilst	this	leads	to	an	
incomplete	transcription	method	in	terms	of	gesture,	and	the	finer	qualities	of	verbalisation	like	
intonation,	very	few	papers	consider	gaze	in	such	detail.	Thus,	Satar’s	paper	contains	a	great	deal	of	
information	regarding	gaze	that	may	prove	invaluable	for	transcription	within	a	more	
comprehensive	method.	The	transcript	sets	verbal	language	alongside	a	collective	‘Nonverbal’	
column,	combined	with	still-frame	images	to	exemplify	the	gaze	movements.	Whilst	this	example	of	
transcription	is	none	too	extensive,	information	elsewhere	in	the	paper	regarding	gaze	times	will	
prove	valuable	in	future	transcription.	
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Taylor,	Christopher	–	‘Multimodal	Transcription	in	the	Analysis,	Translation	and	Subtitling	of	Italian	
Films’	

	

Figure	14.1.	Initial	description:	 Multimodal	transcription	of	scene	from	La	vita	è	bella	

In	this	transcription,	Taylor	seeks	to	transcribe	from	an	Italian	film,	including	subtitles.	The	visual	
image	column	of	this	transcription	is	particularly	interesting,	as	it	provides	a	great	deal	of	detail	
regarding	the	composition	of	the	camera	shot.	This	is	something	that	could	be	useful	in	future	
multimodal	transcription.	Other	than	this,	however,	there	is	little	unique	about	this	particular	
example	of	tabular	transcription.	 	
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Taylor,	Christopher	–	‘Multimodality	and	audiovisual	translation’	

	

Figure	15.1.	Initial	description:	 Mutimodal	transcription	

Taylor	offers	a	simplistic	tabular	multimodal	transcription	method	in	this	chapter	regarding	
multimodal	transcription.	Taylor’s	chapter	within	the	book	is	something	of	an	introduction	to	
multimodality	and	the	issues	with	its	transcription,	so	the	method	he	presents	is	somewhat	
elementary.	It	is	a	fairly	conventional	tabular	layout	with	the	still-frame	image	being	given	
prominence	on	the	leftmost	column	(save	for	the	turn	number).	Other	than	this,	information	is	
described	linguistically,	considering	the	visual	image,	action	within	the	video	and	backing	sounds.	
This	transcription	method	is	simple,	but	effective.	A	more	extensive	tabular	layout	would	be	
required	for	a	comprehensive	multimodal	transcription	method,	however.	

	 	



CAPD	/	CUROP	
	

29	

Taylor,	Christopher	–	‘The	multimodal	approach	in	audiovisual	translation’	

	

Figure	16.1.	Initial	description:		Multimodal	transcription	from	La	vita	è	bella	

In	this	more	recent	text,	Taylor’s	tabular	multimodal	transcription	layout	is	seen	to	have	undergone	
little	change.	In	this	instance,	Taylor	is	also	transcribing	subtitles	from	the	still-frame	images.	
Otherwise,	the	description	of	the	visual	image	and	action	therein,	and	soundtrack	columns	remain.	
This	transcription	method	supports	Taylor’s	purposes,	but	will	still	require	expansion	to	support	
more	dynamic	multimodal	data.	Thus,	this	transcription	method	may	be	useful	as	a	reference	point	
within	a	larger	collection	of	tabular	layouts,	but	is	not	sufficient	alone.	


