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We outline the political implications of the programme known as the `Third Wave of Science Studies’.  We begin by reflecting on the reception of the paper of the same name (Collins and Evans 2002).  We suggest that the initially hostile reaction might have had three causes over and above the normal academic suspicion of radical change.  The causes we identify are: some confusion over terminology; our failure to discuss the nature of institutions for mediating the science-society relationship; and the political vacuum at the heart of the paper.  The paper had a covert politics but not an overt politics.  Here we try to develop the overt politics showing how it works itself out in a number of cases including the Brent Spar, the MMR vaccine and South African AIDS policy.  The overt politics concern `technological decision-making in the public domain’.  The prescriptions that emerge include asking and answering as many technical questions as is reasonable and giving these questions and answers the maximum exposure before making what is always a political decision.  They include a preference for democracies which actively promote discussion and debate of technical matters and which shy away from both populism and technocracy.  Central to the overt politics of the Third Wave is `elective modernism’ which includes scientific values among those which should be at the heart of a good society. 
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Introduction
In terms of downloads and citations the 2002 paper called `The Third Wave of Science Studies’ (Collins and Evans 2002 – hereafter 3Wave) has been extremely successful.  Its impact has been partly a result of positive use of the ideas in the paper in a gratifyingly wide variety of fields and partly a result of heated opposition to its ideas in the established heartland of Science and Technology Studies (STS).
  Some of that opposition has, we believe, arisen from the absence of an overt political agenda in the paper and the `politics’ in our title refers to the fact that we now intend to try to fill that gap.   
The rich academic politics of the negative reaction to the paper gives a second meaning of `politics’ in our title.
  Here we reflect on why the paper might have been treated as it was by critics and retrospectively discover that there were two things additional to filling the `politics gap’ that we could have done to ameliorate the problem.  
Thus to the extent that the authors of 3Wave share the blame for the negative reaction we now believe that there were three main problems.  First, 3Wave was careless in the use of terminology.  Second, as intimated, the paper had a vacuum at its heart where the overt politics of the programme should have been.  Third, 3Wave did not deal with the institutions of science policy-making as some may have expected given that it was the major concern of the existing literature.

The attempt to fill the politics gap is the main substantive contribution of this paper so it might be worth saying a little more about it immediately.  3Wave had a covert politics, which we will explain below, but it had no overt politics.  As Collins and Evans saw it at the time, they were primarily addressing an academic issue rather than a practical one and the day-to-day politics of science-society relationship was not a focus.  These politics are, however, the central and burning concern of many of those that 3Wave addressed and this led some of them to fill the vacuum with imaginative reconstructions of what they took the paper to be saying, or at least to assume that, because Collins and Evans did not explicitly address these concerns they were, to use Brian Wynne’s (2003) term, ‘by default’ supporters of the status quo.  The main aim of this paper is to say what might have been said in the first place if our focus had not been elsewhere – that is, to set out the overt politics of the Third Wave; we will try to show how, and in what ways, it connects to the day-to-day politics of giving and using expert advice in policy-making.  In filling the vacuum we may bring about a rapprochement between the approach of 3Wave and that of at least some of its critics.  
Structure of the paper

The paper begins with an outline description of the aims of 3Wave and a list of its main arguments before reflecting in more detail on the three reasons we may have been misread.  Then, for the first time, it develops the overt politics of the Third Wave programme stressing the separation of the technical and political phases.  We introduce a metaphor to describe a crucial feature of the wide range of policy-making institutions that are compatible with the political model of the Third Wave.  We then look at the approach of the Third Wave via some standard cases showing how the politics works out in practice.  The paper concludes with a summary of the main points. 
The third wave paper and the overall approach
The 2002 paper began by characterising the history of science studies as comprising two waves and proposing that it was time for a third.  The division was intended as a heuristic that captured the spirit of two ages of science studies.  The Third Wave was intended to look at a new problem – how to make policy in the face of scientific uncertainty.  As noted at the time, Wave Three was supposed run alongside Wave Two, not subsume it. 

Wave one was the period when science was riding high in the aftermath of the Second World War, when science policy accepted the unquestioned authority of scientific findings, and when the job of social and philosophical analysis of science was to work out how the epistemologically supreme method of knowledge-making worked and what kind of society would best nurture it.  

Wave two was the movement to `deconstruct’ the epistemological privilege of the natural sciences through detailed empirical analysis of scientific work.
  It was shown under Wave Two that science-in-the-making had much in common with mundane reasoning and that science’s epistemological privilege could not be founded in its day-to-day activities.  The epistemological playing field between science and other kinds of knowledge making was being levelled as science became seen as ‘just another’ worldview. Writing at time when Wave Two was well established, Irwin and Wynne drew the following conclusions from these developments.  They claimed STS had shown that :

Science … offers a framework which is unavoidably social as well as technical since in public domains scientific knowledge embodies implicit models or assumptions about the social world.  In addition, as an intervention in public life, scientific knowledge involves rhetorical claims to the superiority of the scientific worldview but it also builds upon social processes of trust and credibility.  Thus, whilst claiming to stand apart from the rest of society, science will reflect social interests and social assumptions.’ (Irwin and Wynne 1996, pp. 2-3).
Whilst not disagreeing with either this analysis of how scientific advice is routinely used in policy-making or its implications for the reform of policy-making, the authors of 3Wave were concerned about the internal consistency of the argument and its longer-term implications. In particular, they found that they agreed with Steve Miller (2001, p.118) when he argued that,

If there is not a gap between what scientists and members of the general public know about science then something is very wrong … Scientists and lay people are not on the same footing where scientific information is concerned, and knowledge, hard won by hours of research, and tried and tested over the years and decades, deserves respect.
This creates the problem of how to reconcile the two views: when and why should scientists’ knowledge deserve respect if, as STS had shown, it is ‘unavoidably social’, ‘embodies implicit models or assumptions about the social world’, makes ‘rhetorical claims to … superiority’ and ‘reflect[s] social interests and social assumptions.’

It was this problem which 3Wave tried to address. Under Wave Two, the force of deconstruction went only one way, meaning that it was methodologically forbidden (symmetry, neutrality), and probably impossible in principle, to draw a meaningful distinction between the opinions, on technical matters, of scientists and technologists on the one hand and ordinary people on the other.  The implicit expansion (or collapse) of expertise is most clearly marked by the use of the term `lay expertise’, which was invented to describe the expertise of certain groups of ordinary people but which came to be widely interpreted as meaning that the knowledge of ordinary people was as good as that of the supposed specialists (see Prior 2003 for an extended discussion).  One particularly significant example of this valorisation of lay knowledge can be found in a UK Economic and Social Research Council Report (1999, p.4): 

`... many of the public, far from requiring a better understanding of science, are well informed about scientific advance and new technologies and highly sophisticated in their thinking on the issues.  Many `ordinary' people demonstrate a thorough grasp of issues such as uncertainty: if anything, the public are ahead of many scientists and policy advisors in their instinctive feeling for a need to act in a precautionary way.'
  

This kind of attitude was leading, as the authors of 3Wave saw it, towards the development of a `technological populism’ under which scientific expertise would deserve no special respect.
  Technological populism (the ideal-type opposite of technocracy) may not have arrived when 3Wave was being written but at least some of the criticisms suggest that there was good reason to be concerned. As Jasanoff (2003a, p. 397), criticising 3Wave, wrote, its approach is a matter of:

trying to lock the barn door after the horse has already bolted.  The worldwide movement in legislation and public policy these days is toward, not away from, wider participation … In general, Western states have accepted the notion that democratic publics are adult enough to determine how intensely and in what manner they wish to engage with decision-making, subject only to the constraints of time and other resources … If this is the state of the world, then why should we pay attention to work that seems on its face to be looking for principles with which to limit the scope of public participation?  
The final sentence is instructive as it highlights how unidirectional Wave Two analysis had become in STS, and how heretical any other approach was seen to be, whilst also eliding the difference between decisions made ‘in public’ and decisions made ‘by the public’.  3Wave assumes that the need for the former is uncontested and does not seek to ban the latter.  It does, however, suggest that there are regions pertaining to decisions which public is not well placed to enter.

Similar concerns can also be seen in the writing of others concerned with science in policy-making. As with Wave Two in STS, science policy-making had seen a shift towards more participatory institutions and a greater emphasis on the knowledge of citizens and stakeholders (e.g. Krimsky 1984, Nelkin 1984, Fiorino 1989, 1990, Fischer 1990, 2000, 2009, Funtowitz and Ravetz 1993, Laird 1993, Cozzens and Woodhouse 1995, Liberatore and Funtowicz 2003, Nowotny et al. 2001, Bijker et al. 2009, Callon et al. 2009). Old technocratic institutions were under attack and, as Jasanoff (2003a) notes, change was happening, even if it was not happening quickly enough for some of the proponents.  
In the language of 3Wave, the move toward greater public participation in technological decision-making was laudable in that it was solving the `problem of legitimacy’ in respect of technological innovation but unless lay participation was restricted to domains outside specialist science, technology and, more generally, expertise, it would turn into technological populism.
 This was what 3Wave called `the problem of extension’.
The approach of 3Wave was to define a domain in which the value of expertise could be retained whilst distinguishing it from areas in which science or other forms of expertise deserved no special privilege. In short, it tried to define the value of scientific/expert knowledge in technological decision making in the public domain even though, in the aftermath of Wave Two, we knew that scientists could not deliver truth and scientific `truth-making’ could not be divorced from political and other non-scientific influences.  Even without Wave Two, however, we would have known that science could not deliver the truth in the timescale required by science policy-making.  As 3Wave put it, the speed of politics is faster than the speed of scientific consensus formation.  
3Wave’s aim was to show that scientific knowledge, and expertise more broadly conceived, were still important and that there were ways to use them in spite of the above problems.  Crucially, however, the Third Wave, unlike the bulk of criticisms directed at the Second Wave, was not to be a head-on confrontation with Wave Two; it was not intended to push Wave Two all the way back to Wave One.  This could hardly have been the case since because the authors themselves continued (and continue) to do Wave Two analyses.
  The squaring of Wave Three with Wave Two involved a series of distinctive arguments which we now list.  

1) Though close analysis of scientific activity showed that it was in many ways similar to mundane activity, science was still a distinct `form-of-life’ distinguished by the key `formative intentions’ of the actors.
  The values of science could be distinguished from the values of, say, politics and even though these values were often honoured in the breach, the distinctive aspiration of science as an activity could still be identified.
  Philosophical demarcation criteria might have failed but sociological demarcation criteria could still be robustly applied so long as they were meant to mark out activities that had a family resemblance.  Family resemblances stand up even though not every single activity carried out under the description of science matches all the characteristics of the family.

2) Though scientific truth-making was inevitably invested with political and other non-scientific influences it was still possible to distinguish between the `intrinsic’ politics of the science and `extrinsic’ politics of the kind that are an explicit part of the political process.  Intrinsic politics are unavoidable and even necessary (e.g. if judgements of trust and credibility within science are to be made), but extrinsic politics cannot be a part of the form-of-life known as science if it is to survive as a recognisable activity distinct from politics.  If a `scientist’ reported result `A’ rather than result `B’ because `A’ better reflected his or her political views then science was not being done.  Though the influence of extrinsic politics could not be removed from science, if the scientific form-of-life was to be maintained, then every effort must be made to drive it out from the actions of scientists.

3) Given #1 and #2 it is possible to maintain the distinction between the `technical phase’ of a technological decision in the public domain and the `political phase’.  The technical phase is informed by the formative intentions associated with the scientific form-of-life whereas the political phase is concerned with the formative intentions associated with the politics of the wider society.  3Wave argued that the political phase should always have priority in such public domain decisions but it should not try to subvert the findings of the technical phase.  In so far as there appeared to be a clash between the two phases, its visibility should be maximised.  
4) Given the fragility of scientific truth, policy makers can rely upon it only after consensus has been reached and tested. In practice this means that, for many of the most controversial and pressing decisions, scientists and other experts will be unable to provide clear consensual advice.  In these circumstances, policy-making can be informed by science only if it moves away from a concern with the ‘truth’ and looks instead for expertise.  Experts can be wrong while still remaining experts.  The argument for the employment of experts in policy-making is simply that, when faced with propositional questions, policy-makers should value the judgement of those who `know what they are talking about’ over those who do not. In this way, technological populism can be avoided without invoking a mythological view of science. 
5) In the `attributional, or relational, theory’ expertise is seen as a social status, and experts are those who others consider to be experts; this fits naturally with Wave Two.  In 3Wave this approach is replaced with a realist theory of expertise.  Expertise is real – it turns on possession of tacit knowledge gained through participation in social communities – and it should be utilised.

6) Under Wave Two the tendency toward reflexivity led analysts to claim that they had no special expertises beyond the description of others’ expertises or, perhaps, their expertise was limited to finding the flaws in other expertises.  Where intervention was advocated, STS practitioners could act only as `spoilers’ when it came to scientific claims, e.g. by showing that criminal or economic procedures were not as reliable as the courts or governments took them to be, or by giving implicit support to the deserving underdog by turning the corrosive effect of deconstruction on the mainstream orthodoxy (Ashmore et al., 1989, Scott et al. 1990, Collins, 1991, Martin et al. 1991, Ashmore 1996, Lynch et al. 2008, Cole 2009).  Following from #5, however, the Third Wave endorses the notion that social analysts of science and technology do have expertise.  These analysts are (a) experts on expertise and (b) experts on anything else that social scientists do well.  For example, social scientists understand issues such as the `tragedy of the commons’, the `free rider problem’ and the `prisoner’s dilemma’.  This, for example, enables them to make technical contributions in the matter of, say, vaccination policy.  Social scientists should not be shy of using such expertise as they have.

The negative reaction to the third wave paper and some explanations
The 3Wave paper turned out to be far more controversial than its authors anticipated. Although they expected their concern about the use of terms like `lay expertise’ might cause some debate, they believed the STS community would absorb or reject the new approach in the same way as any other new proposal. If anything they hoped for a positive reaction as the paper was not simply programmatic but offered concrete suggestions for taking forward a new empirical research programme on understanding expertise.  As they saw it, there was no reason to expect anything other than a normal reaction since, apart from its confrontation with technological populism and what they called the `folk wisdom’ view which vested the public with wise technological instincts, the paper was entirely compatible with everything that was going on in those areas of STS that were concerned with policy-making.  For example, the authors were equally critical of the overreach and misuse of the authority of scientists in the public domain and the distortion of scientific research by interested industries, they agreed that the framing of problems had a big part in determining the answers technological questions,
 they agreed that there was a real need to bring the public into technologically related debates and to avoid top-down technocratic solutions, they proposed that the notion of expert should be extended beyond the narrowly qualified and they believed that, in the last resort, decisions that concern technical matters are political and must be made by politicians who should, in one way or another, reflect the view of the public.  The authors even agreed, and expressed their agreement in the paper, that the immediate concerns of most of those involved in the study of technological decision making in the public domain were more pressing than the problems discussed in 3Wave – the latter, they explained, were aimed at the long term resolution of the problem created by the apparent incompatibility of Wave Two in STS and the idea of science as a distinct cultural activity.  Thus on page 237 of 3Wave is found:  

To save misunderstanding, let us admit immediately that the practical politics of technical decision-making still most often turn on the Problem of Legitimacy; the most pressing work is usually to try to curtail the tendency for experts with formal qualifications to make ex-cathedra judgements curtained with secrecy.  Nevertheless, our problem is not this one.  Our problem is academic: it is to find a clear rationale for the expansion of expertise.  But a satisfying justification for expansion has to show, in a natural way, where the limits are.  Perhaps this is not today's practical problem, but with no clear limits to the widening of the base of decision-making it might be tomorrow's.  It is just possible, of course, that setting a limit on the extension of expertise will soothe the fears of those who resist any widening of participation, on the grounds that it will open the floodgates of unreason.  It is just possible, then, that this exercise will help with today's practical problems, even though we approach the matter with a different aim in view. (Collins and Evans 2002)
The negative reaction to the paper came, then, as a complete surprise to its authors.  Our sketch of the history of STS in terms of three succeeding Weltanschauungen was mocked (e.g. Jasanoff 2003a) even though it is a standard practice in long term historical analysis.
   The methods of researching expertise that we subsequently put forward were thought pathological, were said to have no bearing on science, and were treated as a retrograde methodological step.
  More worryingly, and certainly more persistently, we were described as demanding a move back to the Wave One style scientific top-down authority, or even advocating `technocracy’ in which scientific experts are given authority over the policies of the state (e.g. Wynne 2003, 2007, 2008, Fischer 2009).  
In retrospect the three authors of this paper now believe that we can see three reasons 3Wave invited some misunderstanding of our position.  First, 3Wave was careless in the use terminology; second there is a vacuum in the paper where people may have expected some overt political statements about the relationship between science and policy; third, 3Wave did not make it sufficiently obvious that it was knowledge that was being discussed rather than policy-making institutions.  In 3Wave virtually nothing was said about institutions.  We now discuss each of these in turn.
Terminology and paradigm change

A review of the literature that contributes to the participatory turn (e.g. Bäckstrand 2003, Jasanoff 2003b) reveals that there is an array of terms that have been used to characterise technological decision-making in the public domain: ‘governance of science’ (Fuller 1999); ‘science and technology governance’ (Bora and Hausendorf 2008); ‘science in policy’ (Brooks 1964, 1984); ‘risk decisions’ (Fiorino 1990); ‘technically-based policy issues’ (Fiorino 1989); science-based policy-making’ (Irwin 2001); ‘public issues that involve technical expertise’ (Wynne 2007); ‘scientific and technical decision-making’ (Martin and Richards 1995); ‘science-intensive policy’ (Cozzens and Woodhouse 1995); `technological policy-making in the public realm’ (Fischer 2009).
Regrettably 3Wave adds to the confusion.  What we should have referred to as our concern was ‘technological decision-making in the public domain’ – a term which is used with more consistency in Collins and Evans 2007.  In Collins and Evans 2002 and 2003, the authors tended to use `technical’ instead of `technological’ and sometimes they were not careful enough about referring to `the public domain’.
  Thus Fischer (2009: 145) is quite correct when he says that:
They [Collins and Evans] seem to ambiguously use this term in two ways. The first concerns “technical decision-making” inside the expert communities, that is, decision-making concerned about technical objects or phenomena themselves. If the concept is so defined, Collins and Evans are on solid ground. But a problem arises when they subtly assume this concept to be synonymous with the question of technical decision-making in the public domain. In the public realm the crucial questions are generally not about the technical findings. Rather they are about political policy-making, which raises a different set of concerns. Technical—or better technological—policy-making in the public realm is not the same as technical decision-making as identified by Collins and Evans.
Similar claims are made by others (Jasanoff 2003a, Rip 2003, Wynne 2003, 2007, 2008).  
What is clear is that 3Wave was not written in such a way as to completely avoid interpretations of the meaning of `technical and political phase’ that did not accord with the authors’ intentions.
  We can now make things more clear.  The ‘technical phase’ refers to the making of technical knowledge in expert communities.  This seems to correspond to Fischer’s `technical decision-making inside the expert communities’ or, as Wynne (2007) has put it, to ‘expert technical debate.’  In contrast, the ‘political phase’ is more or less synonymous with Fischer’s ‘technical decision-making in the public domain’ as it is both public and concerned with political policy-making.  Henceforward we will try to use the term ‘technological decision-making in public domain’ to refer to decision-making practices that comprise both ‘technical decision-making in the public domain’ (political phase) and ‘technical decision-making in expert communities’ (technical phase).  It now seems that this is the term we should have used throughout as it takes into account both a technical and a political phase.  
With that understood it can be seen that rather than opposing the agenda of the participatory turn, 3Wave was trying to safeguard it against a charge of anti-science or the danger of technological populism; it did this by showing how expertise can be retained within the technical phase of technological decision-making in the public domain.  Thus, when Wynne (2007, p. 108) writes the following he captures what we also understand as the two-fold character of technological decision-making:

The public qualifications issue [the right of the public to participate] has at least two aspects:

(1) Qualification to be involved in expert technical debate. This is the sort of issue which animates Collins and Evans for example, and which my own work has been mistaken to focus on as its primary concern; and

(2) Qualification to be involved in public issues involving technical expertise (for example, about the claimed future benefits, or opportunity costs, of specific research investments, or about how to assess scientific exaggeration of control in public issues). This includes qualification to be involved in challenging the normative social commitments projected and performed by science. 

The second form of qualification above is about the collective societal definition of what the issues and concerns are which should enjoy priority public attention and attempted resolution. It is not unconnected with specialist technical expertises, and where appropriate it should be informed by these, but it does not at all reduce to this.
Contrary to Wynne’s assertion, 3Wave was not, nor are we now, exclusively animated by ‘expert technical debate.’  When we invoke the technical phase it is to fill out what Wynne writes under point (2) – especially the last sentence.  In so far as this quotation represents Wynne’s position, what he writes in that final sentence could be our position.  Wynne writes that specialist technical expertises should play an 'informative' role in the political dimension of technological decision-making.  Of course, what Wynne’s work is lacking – and we believe this is true for almost all the work that contributes to the ‘participatory turn’ – and what 3Wave is trying to add, is the following:  
1) A method and framework for investigating the meaning of expert in the phrase `specialist technical experts’ – those that are invoked as informing public decisions
2) The distinctions between intrinsic and extrinsic politics and between technical and political phases as a basis for thinking about the meaning of  “where appropriate … informed by these [specialist technical experts]” in Wynne's quote 

Properly understood the relationship between Wynne’s position as described in the above quotation, the other positions that are part of the participatory turn that are compatible with Wave Two, and that set out in 3Wave is one of reinforcement not antagonism.  Indeed, as we said in original 3Wave paper:
An important strand in our argument is to indicate the compatibility of a normative theory of expertise with what has been achieved in Wave Two … [Wave Three] does not show that Wave Two is intellectually bankrupt. In this strange sea, Wave Two continues to roll on, even as Wave Three builds up.

In so far as we were responsible for not making this still clearer we are sorry.
  
The politics vacuum

A second possible reason for the mischaracterisation of 3Wave is what it did not say.  It did not address the broader political context of science-society relationships and had no stated politics.  Readers seem to filled the gap by imagining a politics into the paper that is completely at variance with the authors’ intentions.

In fact, the decision to avoid overt politics was intentional as the authors were broadly content with what was already going on at the interface of Wave Two STS and the science policy research community.  The only significant problems, as they saw it, were its its intellectual coherence in the light of Wave Two and the risk of technological populism.  3Wave tried to provide a solution to the problem of expertise in politicised settings that could be used by those who did have a more direct interest in the politics of science and society.
  
As intimated, there was a clear political concern associated with the 3Wave – the risk of technological populism.  The political intervention that addressed this concern was, however, covert rather than overt.  The idea was that if 3Wave could get people to analyse expertise as more than an attribution it would no longer be possible to treat ordinary people and experts as the same and technological populism would no longer be viable.  As it happens expertise has become a much larger focus of attention in the STS community in the first decade of the 21st Century and it may be that 3Wave has made a contribution in the way we intended.  In any case, this is one of the reasons we concentrated our further work on the analysis of expertise.  

It seems useful at this point to make a distinction between Wave Three and what was embedded in it – `Studies of Expertise and Experience’ or SEE.  SEE can be thought of as the more technical wing of the enterprise with Wave Three the overall politically flavoured world-view.  We can now see that this separation is worthwhile because there was more overt politics to 3Wave than the authors were aware of when they were writing it.  The technical development of SEE was, in any case, taking up all their attention.
  Fortunately, we now have the opportunity and a breathing space to try to fill the vacuum.

Knowledge not institutions

3Wave, along with the larger part of this paper, treats the problem of policy-making as a problem of knowledge.  In particular, 3Wave was driven by the attempt to reconstruct the notion of the expert in the face of the deconstruction of the notion of science that was part and parcel of the logic of Wave Two.  Only in so far as technological populism can be seen as a form of political institution did the paper deal with institutions.  In a sense, 3Wave is more about the logic of knowledge than about its politics, though it was driven by what we saw to be a potential problem – the dissolution of the boundary between expertise and politics – that could have huge and worrying political ramifications.  

3Wave, then, was not about any particular institution or set of institutional arrangements but about the kinds of knowledge available to those institutions.
  In fact a huge range of institutions are compatible with the general points about knowledge that were made in 3Wave and, once more, the authors of 3Wave imagined (or perhaps hoped) that anything said about knowledge that was seen to be of value would simply be tacked on to the many excellent institutional analyses that were to be found in the field and which we did not feel we had to address in detail.  Of course, 3Wave could have started with the institutions instead of the knowledge but that would have been a different paper.  In what follows we will, however, briefly discuss the kinds of institution that are compatible with the somewhat abstract ideas of 3Wave and the somewhat idealised politics that we now set out.

The overt politics of the Third Wave

3Wave makes a clear distinction between the technical and the political phases of technological decision making.  Given the concern with technological populism the authors were almost entirely concerned with how the technical sphere could be opened to new experts but protected from the wilder interpretations of Wave Two.  They made it clear, however, in the 2002 paper (p282) and clearer in their response to critics (2003), that they believed the political phase had priority over the technical phase:  
we do not think that all questions of public technology policy are propositional questions.  But we do think that questions of public policy can include propositional questions.  As our critics argue, new kinds of institution are needed to handle these mixed cases and reconcile the conflicting demands of expert knowledge and the concerns of citizens.  Our aim was to understand the way that what science studies has taught us about knowledge, expert or otherwise, fits into this new agenda. (p 439)
The relationship between the technical and political phases is, of course, crucial.  To date, the Third Wave has shown how experts in the technical phase can be defined but it has said little about the political phase.  Nevertheless it is not a return to Wave One because, among other things:

1) It is no longer believed that what experts can deliver to politicians can be neutral and unaffected by the political and cultural environment.  There is no clear fact-value distinction only a distinction between different cultures with different formative intentions.  The only demand under Wave Three is that scientists and technologists should try to insulate their work from the political and cultural environment.  To repeat, intrinsic politics cannot be avoided but extrinsic politics must.

2) It is stressed that technical experts cannot be expected to deliver the truth of the matter, especially in the short term.  What we described as `the pressing intellectual problem of the age’ is how to use technical expertise when one no longer believes it can deliver certainty.  

3) The domain of expertise under Wave Three is different to the domain of `the scientist’ under Wave One.  `Scientists’ per se have no special role, only a narrow range of scientists with core-set expertise are counted as experts in respect of the technical phase though the core-set can include those who have experienced-based expertise but no formal qualifications or training.

4) The role of the technical phase in relationship to the political phase is more clearly defined as being weak.  There is no question of technocracy – the technical phase has to stick to technical – i.e. propositional – questions not political questions; the political phase can overrule anything suggested or implied by the output of the technical phase. 
5) Despite this, both the technical and political phases are necessary and neither can reduced to the other. As Collins and Evans (2007) put it, `Democracy cannot dominate every domain -- that would destroy expertise -- and expertise cannot dominate every domain -- that would destroy democracy.’ (p.8)
What may turn out to be the key difference between the overt politics of Wave Three and the overt politics of many who come from a Wave Two background is what, in Rethinking Expertise, is referred to as `scientism4’.
  This is the view, endorsed in 3Wave and in this paper, “that science should be treated not just as a resource, but a central element of our culture” (Collins and Evans 2007: 11).

The ramifications of this are currently being worked out more fully under the new label of `elective modernism’ – the term we will use henceforward.
  Under elective modernism what matters is not that `science’, or scientific practice or scientific knowledge is chosen as the central element of our culture but that `scientific values’ are seen as being a key part of a democratic society.

   It is important to stress that this preference cannot be justified in any foundational way.  The only justification is to imagine what it would be like to live in a society where scientific values did not have a central place or where expertise was not valued over and above lack of expertise.  It would be a dystopia.  Starting from the narrow viewpoint of the academic profession, there would be no more airplane trips to conferences or invitations to present work at neighbouring universities, or university lecturers paid at professional rates.  There would no point in incurring the costs of such activities if certain individuals were not considered more expert than certain other individuals; expertise would no longer be associated with scarcity – anyone would be equally expert, or non-expert.
Looking less narrowly, with the disappearance of the notion of expertise, any technical division of labour would end and, presumably, there would be a homogenised workforce working at tasks that required no specialised training; the very notion of specialised training would no longer be viable.  We say this would be a dystopia but there have been utopias of this kind – based on the romance of living off the land.  But even if it were possible to go back to a simple life in harmony with nature, those who defend elective modernism state quite unashamedly that they would not want to do so.
  We now begin to work out what this preference means – what are the more detailed consequences of elective modernism?  To do this we start with an example, the example of the Brent Spar oil platform.

The Brent Spar and elective modernism

In 1995 the North Sea oil platform known as the Brent Spar, owned by the Shell Oil Company, had reached the end of its life.  Shell proposed to dispose of it by sinking it in the North Sea.  They were vehemently opposed by environmental groups such as Greenpeace who claimed that it would pollute the sea and/or that it would set a dangerous precedent, allowing even more oil rigs and potentially even nuclear waste to be disposed of in the same way.  In the end, the government’s claim that the Brent Spar decision would not set a precedent was not tested as Shell bowed to the external pressure and towed the Brent Spar to land where it was cut up.  Later Greenpeace admitted it had made some scientific errors in its campaign. It also seems to have been accepted that, at least in respect of Brent Spar itself, disposal at sea was the Best Practical Environmental Option (BPEO – McIntyre 1995, cited in Huxham and Sumner 1999).  The argument against the sinking then came to turn on the idea that it would symbolise a particular politics of technology in which the precautionary principle could be abrogated and the general dumping of industrial waste at sea legitimated.  This makes it possible to say that the actual polluting potential of the rig itself was not the relevant issue. Instead, what matters is the wider concerns that the decision symbolised.
We now turn away from the actual details of the debate and consider only the logic of the `symbolic argument’.  By exploring this logic we will begin to uncover the political principles of Wave Three.  

There are two ways of looking at symbolic arguments, the `utilitarian’ and the `quasi-religious/populist’.  Consider the prohibitions found in the Old Testament’s book of Leviticus; this provides dietary and other guidelines and has been taken to be a conceptual basis for understanding how ideas about pollution and the establishment of the classes of `clean’ and `dirty’ work (Mary Douglas 1996[1966]).  One `explanation’ of the prohibition against, say, eating pork is that in hot countries it causes trichinosis; this is the utilitarian argument.  For an orthodox Jew, however, the trichinosis is beside the point – the prohibition is purely religious not utilitarian – that is the whole point of it.  This is, perhaps, more easily seen in Leviticus’s prohibition on mixing wool and linen in the same garment which is also obeyed by orthodox Jews and has no obvious utilitarian explanation.  

The argument that the Brent Spar was primarily a symbol of a willingness to pollute, or mix the clean with the dirty, also has these two possible interpretations.  First, there is the `utilitarian symbolic argument’ which states that sinking the Brent Spar would be the `thin end of the wedge’.  Sinking one rig would justify sinking any number of rigs and, perhaps, other items of industrial waste and this would cause long term pollution damage whether or not the Brent Spar was a potential pollutant on its own.  This kind of argument was made by some of the actors involved in the Brent Spar debate (Huxham and Sumner 1999).   Second, there is the quasi-religious/populist symbolic argument which runs along the lines that the North Sea should not be mixed with unnatural things like oil rigs.  This sentiment, though it is not always thought of as quasi-religious, is nonetheless what characterises arguments for the preservation of the `natural’ environment in this absolute sense.  
Under elective modernism quasi-religious/populist symbolic arguments are closed to experts in the technical phase.  Therefore an elective modernist, as an expert, could not publicly endorse or proselytise for the view that the North Sea was `pure’ and sinking of objects like the Brent Spar was wrong in principle because it was breaking an absolute rule against `mixing the North Sea with external things or objects.’  An elective modernist could say such things as a citizen – they could say anything as a citizen – but not as an expert.  This may mark a clear difference between elective modernism and some other positions that appear to be found in the science policy literature.  

From this we can extract the first feature of the overt politics of the Third Wave.  Under the Third Wave, scientists and social scientists who are elective modernists cannot use their expertise to endorse the making of technological decisions in the public domain solely on the basis of religious, quasi-religious or populist beliefs.  An appropriately qualified expert could point to the prevalence of such arguments in the public sphere and recognise their significance in the political phase but they could not endorse them as either exhausting the debate or as contributing to the formation of consensus within the technical phase.

Going back to the Brent Spar this leaves the utilitarian symbolic argument – the `thin end of the wedge’ argument and its link with the precautionary principle.  As is well known to moral philosophers, the problem with utilitarianism is working out the long term utility of different choices because it involves foreseeing the future.  To start with, it does not seem that the utilitarian argument can be made without approaching the question of the actual pollution potential of North Sea rigs and other items and the costs/benefits of dumping them at sea rather than on land.  

But it could be still worse.  The purely technical problem may have been framed too narrowly.  It could be that it would be positively good for the environment to dump oil rigs at sea.  Rigs could snag fishing nets.  Furthermore, they may `enhance species diversity … by providing organic and inorganic nutrients for opportunistic species’ (Huxham and Sumner 1999 citing Nisbet and Fowler, 1995).  If their pollution potential was small they might, for example, save the endangered fish population of the North Sea – in such a case it could be that it would be a good thing to dump at least some and perhaps many.
  That the Brent Spar would not have caused pollution is not beside the point once the problem is framed more widely, it is very much to the point – it is one of the pieces of information one needs if one is going to try to predict the future in the way required by a utilitarian argument.  

Given that under the Third Wave the political phase always trumps the technical phase, even if the consensus among all experts was that dumping would not pollute and would save the fish population, in the political phase, it could still be decided, for whatever reason (including quasi-religious, populist, aesthetic, or the view that the government could not be trusted not to dump large quantities of radioactive waste into the sea as soon as one oil rig had been dumped), that the Brent Spar should not be dumped; even elective modernists would have to accept that decision though they could not necessarily endorse the reasoning behind it.  

From this we can extract a second feature of the overt politics of the Third Wave.  Political decisions should not be made without considering as much as possible of the already available technical knowledge which bears upon the decision.  The democratic process, in leading up to the decision about whether oil rigs should be dumped, should make visible all that needs to be known about the effects of dumping and that the question of what needs to be known should be given as wide an answer as possible. Democracy may still lean in one direction or the other but to make a political decision in ignorance of what experts believe is not compatible with elective modernism and the Third Wave.

A third feature of the Third Wave follows from this.  Under elective modernism it is necessary to try to have institutions in place that make it likely that propositional questions that reasonably bear upon political decision are asked and the best answers to them are provided (where possible with `error bars’).
  To do this it is vital that the technological framing of problems is approached imaginatively and inventively.    

The more general role for elective modernism

Earlier in this paper it was said that elective modernism could not be justified in any foundational way.  This is true but the choice of elective modernism is integral with another kind of choice about how we live our lives.  The other choice is the choice of democracy as a central value.
  It was Robert Merton who showed this albeit his justification of the `norms of science’ was flawed.  
Merton (1973) tried to get an `ought’ from an `is’ by arguing that (a) the norms of science were democratic, (b) science was efficient (e.g. helping democracies to win wars) and, therefore, (c) democratic norms were a good thing.  Wave Two showed that Merton was wrong.  Science was sometimes far from democratic and often far from efficient.  So Merton’s `ought-from-is’ proof failed.  But Merton could have argued, as we do here, that democratic ideals were simply a good thing in both science and politics irrespective of their efficiency.  It remains the case that the Mertonian ideals of science – the `formative intentions’ that have to do not so much with how scientists generate knowledge but the ideal kind of society in which such practices should be set – make a good start for a democracy.
  We, readers of this paper, are all offended, or ought to be offended, when we hear that a scientist refuses to tell someone of the results of their work (communism), or suppresses another’s work because of their race or creed (universalism), or suppresses another’s work because of their own special interests (disinterestedness), or refuses to expose their work to criticism (organised scepticism).  The odd exception aside, how could one prefer one’s science to be otherwise?  And how could one prefer one’s society to be otherwise?  
Shapin and Schaffer’s (1985) analysis of the origins of modern science contrasts Boyle’s insistence that any person can access the truth via experiment with Hobbes’s championing of the King’s, and only the King’s, access to the truth via his direct link to God in which we all partake as component parts of the Leviathan.  Enlightened by Wave Two analysis, they describe science as a collective activity and stress that he who tries to stand against the paradigm is likely to be cast out.  They conclude, resonantly, that it was not Boyle who was right but Hobbes.  But we must still want Boyle to have a good chance of being right even if he is not right all the time; we must want to hold onto the notion that the individual can have access to truth (or some such) that goes beyond the current consensus and has a chance of being recognised in the long term if not the short.  How else could one ever hope to do new work in science (or science studies!) that was not simply accumulative.
In spite of what is known as a result of Wave Two we still aspire, then, to the maintenance of what Thomas Kuhn (1979) called `The Essential Tension’ in which individuals feel they have the right to stand up against the powerful.  And we aspire to this both in science and democracy.  Democracy is not just mob-rule, it is conflicting opinion considered by the people through one mechanism or another, just like science.
  Democracy, like Habermas’s (e.g. 1972) vision of science, aspires to the ideal speech situation irrespective of whether it can actually be achieved.  Democracy aspires to clear and open debate based upon evidence wherever it is available, with votes coming only later.  Democracy even aspires to disinterestedness or no democratic country would ever aid another less fortunate than itself nor would the powerful within a nation ever aid the less powerful.  That these ideals are nearly always honoured in the breach is not something that can be celebrated only regretted.  Whatever the reaction, it demonstrates that the ideals are understood even when they are breached.  Hence the politics of the Third Wave writ largest is a politics of society which says that the values upon which society should be based must include scientific values.  This does not mean that scientific values are sufficient as the value base of a good society, but it is to say they are necessary.  To be sufficient we must add much more – aesthetic values and, of course, the supreme moral values that have to do with the value of human life and the regulation of human conflict.  
One more thing follows about democratic politics.  There are many versions of democracy but elective modernism favours systems that provide time and space for considered discussion and debate both of the purely political, moral and, perhaps, aesthetic, and the time and space for the maximum exposure of the output of the technical phase where it is relevant.  Thus, elective modernism and the Third Wave are not only against technological populism but populism in general.
  
The technical and political phases

We can now summarise what has been said so far, first under the heading of the phases, second by listing the principles that have emerged.  Under Wave Three technological debates have two phases (though they do not necessarily occur in temporal sequence).  They have a technical phase and a political phase.  Wave Three, which is normative, offers guidelines and principles which help work out what should happen in the technical phase and what should be the relationship between the technical phase and the political phase and, as we have just seen, it also has something to say about how the political phase should work.  
The technical phase

Under Wave Three the technical phase is the domain of experts.  SEE is intended to work out what expertise is and how expertise functions, what is good expertise and what is bad pseudo-expertise.  SEE can only operate in any practical way under elective modernism because the category of `expert’ as defined under Wave Three is far too broad: there are expert astrologers, expert musicians, expert confidence tricksters and so on while Wave Three considers the only expertises that are relevant to a technological decision are those favoured under elective modernism.  SEE, therefore, has to solve the problem of demarcation – what are `scientific expertises’ as opposed to expertise in general – and it makes an attempt which continues to develop.
  SEE recognizes the framing problem and indicates that it needs to be solved imaginatively.  But at the technical phase the framing of a problem should not include quasi-religious or populist preferences.  SEE, the technical wing of the Third Wave, is developing fast as detailed research is carried out on more categories of the Periodic Table of Expertises are explored.

The relationship between the technical and political phase

Very roughly the technical phase is `on tap’ for the use of the political phase.  The political phase always has priority.  Wave Three implies that even though the political phase is dominant, the technical phase should be invoked wherever possible.  Political decisions, though they always overrule technical consensus, should not be made easy by ignoring, suppressing, or distorting technical consensus.  Policy makers, where they choose to make policies that, on the face of it, fly in the face of technical consensus, should make the choice as hard as possible for themselves (Weinel 2008).  Everyone should know exactly what is being chosen.
The political phase

Wave Three offers the values of elective modernism.  Good societies should have scientific values at their heart because scientific values are democratic values.  From this it follows that good democratic societies should allow scope for the play of discussion informed by scientific values and the maximum exposure of the output of the technical phase where it is appropriate.  Thus Wave Three is against populism of all kinds and favours democratic systems which leave the maximum space for discussion and debate.  To repeat, it is also against technocracy for the same reason.
What has elective modernism say about institutions?

The politics of the Third Wave is an abstract kind of thing.  3Wave did not say, and this paper has not said, anything about the detailed form of the policy-making institutions that might put into practice the abstract political ideas that are favoured by the programme.  There are in fact a variety of institutional forms that fit with the overall politics set out here.  The one key feature of all of them, however, is the maintenance of a clear division between the formative intentions that characterize the technical and the political phases.  The level at which this boundary is instituted could, however, run from the individual to the society as a whole.  

The crucial point that emerges from 3Wave and this paper can be expressed in the form of a metaphor.  Science (that is expertise) and politics should be immiscible.  As we see it, one of the most important conclusions that emerged from Wave Two was that science and politics were not only miscible, but always mixed.  And it remains true under Wave Three that they are indeed always mixed; the distinction between the technical and political phases shows how they can be unmixed again in terms of aspirations of not facts. If Wave Two showed that science and politics mix like wine and water; then under Wave Three, and elective modernism they mix like oil and water.

The separation of the oil of politics and the water of expertise applies at every institutional level. The relationship of the different institutions in this sense is like a fractal, the form of separation being retained irrespective of scale. Oil floats above the water in the bottle of the politics of societies write large.  The bottle is given a shake when institutions such as Bijker et al’s (2009) Gezondheidsraad, or Callon’s et al’s (2009) `hybrid forums’, Jasanoff’s (1990) `scientific advisory committees’ or Guston’s (2001a) ‘boundary organizations’ are discussed.  The bottle is given a still more extended shaking to form something like an emulsion where we discuss those individuals – such as scientific advisors to governments – who start as career scientists but learn how to `speak to power’ (Wildavsky 1979).  But even in this most mixed case the duty of the advisor remains to keep the scientific/expert part of the advice strictly separate from the politics of the advice, at least in so far as it is possible to do so.  Wherever such an expert advisor notices that their advice is being coloured by their political leanings, or wherever they notice that they are being pressurized to say the science is `this’ rather than `that’ in order to fit a political agenda, their duty is to resist.  This is what it means to say that, at the level of the formative intentions, the two phases must not be mixed. Only in this way can the idea of a scientific/expert form-of-life be retained and only in this way can scientific advice-giving be compatible with elective modernism.

In fact, scientific advisers generally do make a clear distinction between their advice as scientists and their advice as politically astute actors, but this has often been treated as post hoc rationalization – a way of gaining credibility. According to our analysis the separation is essential if the integrity of scientific advice, and the very idea of science, is to survive. Thus it must be possible for a government researcher to be both a civil servant and a scientist and to operate according to different normative standards in each of the roles and by judged by those different standards. Whichever level of institution is being discussed 3Wave and SEE, as we saw it, and continue to see it, can be slotted in when it came to the question of who is and who is not an expert in the particular institution that is under analysis. 
Summary of the ambitions of Wave Three and SEE 

The overt politics of the Third Wave, which can also be described as elective modernism, consists of the following five guidelines or principles.

G1) Recognise but do not endorse religious or populist reasons in the making of technological decisions in the public domain.
G2) Frame technological issues imaginatively so as to bring as many propositional questions and answers to the table as might bear on the technological decision.
G3) Never suppress or distort the opinions of experts even if they must always be treated as subservient to politics but, on the contrary, make sure that all relevant answers to all relevant propositional questions are as visible as possible.
G4) A good society will be informed by, among other things, scientific values for these are democratic values.  
G5) A good society will facilitate maximum scope for discussion of political matters and maximum exposure of technical matters.
G6) G6) Always keep the technical and the political phase separate in logic even where they are combined in institutions or individuals.
Examples of Wave Three in use

Brief analyses of how Wave Three works in practice show what these principles mean and how Wave Three differs from certain other policy approaches.
The case of mumps measles and rubella vaccine (MMR)
In the late 1990s in the UK there began a revolt against the administration of the MMR vaccine (e.g. Boyce 2007; Goldacre 2008).  This began with the statement by a medical doctor, Andrew Wakefield, at a press conference.  Wakefield said that MMR might be responsible for some cases of autism in children.  There was no evidence for this either epidemiologically or clinically.  Wakefield and colleagues had found cases of autistic children with measles virus (cf. MMR per se) in their gut but could not link this to MMR even if it did indicate that it might be worth researching further to find out if measles virus has an association with autism (Wakefield et al. 1998).  Wakefield recommended that inoculation against measles continue in spite of this possible indication of an association.  On the basis of no evidence whatsoever, however, he decided to claim that any measles autism link was due to the MMR vaccine.  
The revolt against the vaccine was amplified by newspaper treatments which offered `balanced stories.’  Here the so-called `balance’ was between huge quantities of epidemiological data showing no evidence of a link on the one hand and parents’ agonizing experience of finding their children exhibiting symptoms of autism shortly after an MMR vaccination (with no explanation that some such cases were a statistical inevitability – thus, it is also a statistical inevitability that there would be a number of cases of children exhibiting the symptoms of autism shortly after eating their first kiwi fruit but this would normally have no impact on kiwi fruit consumption).  
The revolt against the vaccine took the form of a demand for the administration of a series of three single vaccines rather than the combined shot.  The uncontested technical consensus held that the separate vaccines would be less effective.  At one point the revolt divided the main political parties with the `left leaning’ incumbent Labour party refusing to change the vaccination policy while the opposition `right leaning’ Conservative party demanded provision be made so that parents could choose which route to take.  The outcome of the revolt was a sharp increase in the incidence of measles in the UK to which a large degree of herd immunity had been building.  Measles is a disease with serious long-term consequences in a subset of cases.
Wave Three’s approach, applicable and applied in real time, is that: 

(a) Wakefield acted incorrectly in announcing a speculation as though it was an evidence-based technical claim emerging from the technical phase.

(b) The newspaper’s misplaced sense of balance gave rise to an incorrect understanding and a misplaced distrust of the technical consensus.

(c) Social analysts had sufficient expertise about expertise to try to correct both (a) and (b).  They also possessed additionally applicable broader social science expertise.  This included, first, understanding the free-rider problem in vaccination campaigns (it being widely understood that all vaccinations carry a small risk).
  Second, that though under a Laplacian model of the medical universe it should be possible to work out in advance which individuals will be adversely affected by a vaccination and which will not, in the real world of medicine it is nearly always impossible to know and that is why epidemiological/statistical information is all that is available in a case like MMR.
  Where there is some evidence of a link between a vaccination and some specific adverse effect it still might be possible to allocate resources to its investigation but it would be immoral to expend scarce resources where there was no evidence whatsoever of any link.  Under elective modernism these broad social scientific understandings should contribute to the democratic debate. 
(d) If, in the fullness of time, and in spite of the maximum exposure of expert medical, epidemiological and social scientific advice, there was still a popular demand for the administration of separate vaccines Wave Three analysts would have to accept the demand or accept that it was reasonable that a government determined to stick to a combined MMR policy should not expect re-election.

Here Wave Three appears to contrast with other interpretations of policy.  Some social scientists (e.g. Leach 2005, Leach, Poltorak and Fairhead 2005) concentrated their efforts on understanding the position of the anti-MMR parents and highlighting their belief that more research should be done to investigate any detailed causal link between the MMR vaccination and autism.  In so far as this effort actually comprised support for the parents rather than a simple analysis of their world view it is incompatible with G1
 and incompatible with the above clause (c).
 
The case of AIDS and anti-retroviral drugs in South Africa
In 1999 Thabo Mbeki, the South African President, took the decision not to distribute anti-retroviral drugs to HIV-positive pregnant women even though the scientific consensus was that they could markedly reduce mother-to-child transmission (e.g. Heywood 2003, Nattrass 2007, Cullinan and Thom 2009).  Mbeki claimed that there was a scientific dispute about the safety and efficacy of the drug.  In his inaugural address to the National Council of Provinces, the second chamber of the South African Parliament, he said: 

Two matters in this regard have been brought to our attention. One of these is that there are legal cases pending in this country, the United Kingdom and the United States against AZT on the basis that this drug is harmful to health. There also exists a large volume of scientific literature alleging that, among other things, the toxicity of this drug is such that it is in fact a danger to health. These are matters of great concern to the Government as it would be irresponsible for us not to head the dire warnings which medical researchers have been making. I have therefore asked the Minister of Health, as a matter of urgency, to go into all these matters so that, to the extent that is possible, we ourselves, including our country's medical authorities, are certain of where the truth lies. To understand this matter better, I would urge the Honourable Members of the National Council to access the huge volume of literature on this matter available on the Internet, so that all of us can approach this issue from the same base of information. (Mbeki 1999)
Here, Wave Three’s approach cannot be worked out without some of the more detailed apparatus of SEE.  Analysis of the Periodic Table of Expertises shows that internet debate is not a satisfactory source of advice in the technical phase.
  Once more, here Wave Three/SEE could be applied in real time to give real-time policy advice and the advice would be that Mbeki’s actions were wrong.  
Mbeki’s actions were wrong because he was wrongly representing the contribution of the technical phase.  Mbeki would have been perfectly entitled to adopt the policies he adopted so long as he had made an undistorted version of the technical advice as visible as possible.  He might have said `even though the best available technical advice is that this policy will eventually cost the lives of tens of thousands of as yet unborn babies the indirect costs of inviting the further invasion of South Africa by imperialist drug companies and the direct opportunity costs in respect of other kinds of medical intervention make the loss of life the lesser of the evils – that is my political view and it will inform my policies.’  In that case the population of South Africa could debate the issue and either agree or try to persuade him he was wrong or vote him out of office.  As it was, by pretending that his political phase choice was supported by advice from the technical phase he was disempowering the political rights of his people.  

Here again the Third Wave position could well differ from that of other policy analysts.  Thus, in an email (31. March 2008), Brian Wynne criticises this analysis of the Mbeki situation in the following terms:
 

… when Thabo Mbeki was pilloried a few years ago according to western rationality standards, for  apparently cleaving to the propositional claim that HIV was not the cause of AIDS, he was said by others who were closer to his thinking and speaking, to have been saying, not that there is no causal connection between HIV and AIDS, but something very different and orthogonal to the propositional question in itself - that the causal progression of HIV to full-blown AIDS is strongly exacerbated by poverty, malnutrition, immune-system deficit, bad hygiene and sanitation conditions, and other poverty-related conditions, which extravagantly expensive western commercial drug responses (this was before cheaper but still expensive more local generic drugs were available) advanced by extortionate global corporations would not resolve, but would compete with for investment.  He was emphasising his view of the need to focus priority on a different set of salient factors in the multi-factorial situation. It was definitely an arguable position; but it was not a superstitious expression of anti-real beliefs. 

In fact, Wynne is here referring to a slightly different case – Mbeki’s views on the aetiology of AIDS – so it is in fact not really a criticism of the position argued in respect of AZT though it was presented as though it was.  The point, however, is that even though the examples do not meet head on one can clearly see the way the perspective of the actor is thought to trump the perspective of the expert.  Wynne claims that his analysis of Mbeki’s internal state of mind is sufficient to justify his political choice but he has no apparatus for exploring the way the political choice was presented to his people nor any way to show why his actual presentation was deficient.  For this, SEE’s analysis is needed.
The reintroduction of capital punishment in the UK
We now look briefly at two `thought experiments’ which make `hard cases’ for the application of Third Wave principles.  There seems little doubt that if the outcome was based on popular sentiment alone, capital punishment would be reintroduced into the UK.  In most legislative votes in the law-making chamber, The House of Commons, Members of Parliament (MPs) must obey the `party whip’ if they are not to be expelled from the party.  This way the party that wins a majority of the constituencies at the election can fulfill its election promises without fear of a revolt of MPs.  Traditionally, however, in recent times no major party has ever made capital punishment an election issue so one might say that the population has been disenfranchised in respect of this issue (contrast the US).  
A good question is how the various programmes under discussion here would approach this issue.  Any approach that leans toward populism would have to favour of the reintroduction of capital punishment.  

How would the Third Wave approach the matter?  First, it would be in favour of the maximum exposure of answers to relevant propositional questions.  Here a relevant propositional question would be the extent to which capital punishment deters.  As it happens, the evidence is that it does not deter and the authors of this paper (who are all against the reintroduction of capital punishment for moral reasons) would hope that maximum exposure of this data from the technical phase would persuade the population out of their pro-capital punishment opinions.  

But that is too easy – we must make this a harder case for Wave Three.  Let us, then, imagine that the technical phase actually showed the capital punishment did deter strongly.  

In these cases the Third Wave would still be in favour of maximum exposure of technical phase advice but would simply hope that in the buffer zone of good democracy, a debate which followed the norms represented by the CUDOS acronym and strived toward a Habermasian ideal speech situation, moral arguments against hanging would prevail.  If they did not then the authors of this paper would almost certainly not change their minds but they would have to accept that democracy had been done.
The race-IQ debate
In the case of something like the race IQ debate the moral/political imperatives would be so dominant that we would argue that Wave Three’s rules should be violated.  In this exceptional case, and cases like it, we would prefer that the no expert evidence be collected for the very collection of such evidence would legitimate fundamental inequalities that are incompatible with the norms of democracy.  Wave Three is a set of principles and like every such set of principles there are cases where the principles cross-cut each other and other cases where exceptions have to be made.

Conclusion

In this paper we have tried to come to an understanding of why 3Wave caused such a furore even though its authors believed they were opposing only technological populism while giving incremental support in respect of the participatory turn in science policy analysis.  We suggest it has something to do with careless use of terms, something to do with the political vacuum at the heart of the paper and something to do with the dynamics of cognitive change which made the paper difficult to read through the perspective of the authors.

Here we have tried to fill the political vacuum of the Third Wave by establishing a set of five principles and showing how they apply to certain cases and how the Third Wave might in fact differ from certain other approaches.
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� Social Studies of Science, in which the paper was published, is the most impactful journal in the STS area according to citation based measures and, as of autumn 2009, 3Wave is the most cited paper in the journal since its publication by a factor of 4 and, unusually, citations continue to increase year-on-year.  Even in the calendar year 2008 (the latest figure available) 3Wave was downloaded twice as often as the next most downloaded paper while the publisher’s table shows that the other papers that appear on the list of `high downloads’ for 2008 have all been published relatively recently.  Outside of sociology, the ideas have so far been applied in areas including criminology (Edwards and Sheptycki, 2009), journalism (Boyce 2006, 2007), agriculture (Carolan 2006), psychology (Gorman 2008; Schilhab, 2007), Philosophy (Selinger et al 2007) and marine conservation (Jenkins 2007).  


� The initial negative reaction is to be found in 3 papers published in Social Studies of Science (Jasanoff 2003a, Rip 2003 and Wynne 2003) – see Collins and Evans (2003) for a response. More recently, Frank Fischer has published a lengthy critique of the initial formulation of the work (Fischer 2009).  We see two other forms of engagement with our work which are normally found in criticism of the `science wars’ rather than the `science debate’ kind. The first is a general scepticism about the classification of expertise, which cites only the criticism of the paper and not the original source.   The second is `non-scientific’ attacks on the work as when the authors of 3Wave were told of a journal editor telling a submitter to remove citations to the paper from a draft and when we have had submissions and grant applications forthrightly rejected for reasons to do with the programme as a whole rather than any specific content.  


� Some of the foundational publications were written by one of the authors of this paper (Collins 1974, 1975, 1985; Collins and Pinch 1993).  


�   For a description of more sources of what can be termed the `folk wisdom’ view in modern social studies of science see Kusch (2007).


� The term `populism’ is used extensively in this paper.  Here we define it as a political or social programme appealing directly to the opinion of the mass of the people in the absence of informed debate.  


� The corollary of this is that 3Wave also assumes that some decisions are best left to the public.


� It occurs that 3Wave’s positive remarks about `solving the problem of legitimacy’ so as to avoid technological paralysis could be read as a licence for the indefinite extension of technology.  But solving the problem of legitimacy must include successful public resistance to some technologies or it would amount to political subjugation to technology, which 3Wave certainly did not favour.


� For example Collins (2010b) Gravity’s Ghost is a Wave Two analysis except for the last chapter entitled Envoi,  Only this Envoi, which as its name implies, is a departure from the main theme of the book, is informed by Third Wave considerations. 


� The term `formative intentions’ is taken from Collins and Kusch (1998).


� In the same way that whispering in a library honours the ‘rule’ of silence whilst actually breaking it, the need to keep politics out of science depends on the recognition of a culturally distinct space characterised by its own particular rules.


� Actually, this is one of the most recent arguments belonging to the Third Wave programme but we put it first because separating science from other activities comes first in the logical sequence of things.


� This is quite compatible with action programmes that aim to increase the numbers of, say, minorities doing science because these are inherent the norm of science known as `universalism.’  Science should be socially balanced so as to even out intrinsic political biases but the activities of scientists as scientists cannot overtly political 


� A good example of a social scientist using social science expertise is Simon Cole’s contribution to fingerprint evidence.  Cole points out that fingerprint experts have never been tested under blind conditions for their ability to identify prints (2009).


� One of the weirder features of the debate is that people like Wynne believe they have discovered the importance of framing and that proponents of the Third Wave cannot understand it.  Collins clearly remembers sitting in a first-year undergraduate in the mid-1960s in which the then ongoing debate about the location of a potential third London airport on the Maplin Sands, off the East Coast of the UK, was discussed.  It was explained that the economists’ cost-benefit style of analysis was unable to take into account such things as the value of  bird-life that would be destroyed should the Sands no longer be available as a nesting and feeding site.  The `framing’ concept, far from being incomprehensible, has been in the `mother’s milk’ of sociologists for decades.  


� One of the most famous papers in science studies, Paul Foreman’s (1971) study of the relationship between quantum theory and the Weimar Republic proceeds in this way yet a good friend of Collins’s, reading a draft of some paper he was submitting, warned him to the effect `remove that Wave stuff or no-one will even read it’.


� Completely astonishing as Collins was, at the time, was also presenting these methods to physicist who had no trouble understanding and appreciating them to the extent that a news story was published about them in Nature (Giles 2006).


� Collins and Evans (2002, 2003) do not use the term technological decision-making.  Instead they use the term ‘technical decision-making in the public domain’ or just ‘technical decision-making’ which they define “as decision-making at those points where science and technology intersect with the political domain because the issues are of visible relevance to the public...” (2002: 236).  Evans and Plows (2007) use the term ‘technological decision-making’, but do not define it.


� This was a very long and very new paper.  We even made a mistake in the abstract and the keywords, referring to one of our central concepts: we talked of `interactive expertise’ instead of `interactional expertise’.  Critics did not remark on this mistake, however.  


� The author, as we know, is to some extent `dead’ once a work has left its source.  Our defensive remarks may, then, have been glossed as some kind of excuse aimed at disguising the more sinister purpose of a return to technocracy in which technical experts are given free rein over policy makers.  Analysis of this whole episode might for make a good Master’s thesis on the problems of incommensurability and cognitive change informed by a Kuhnian perspective.


� Perhaps part of the sin was hubris – the intimation that novices and outsiders to policy and politics debates, such as the authors of 3Wave, could provide something of value to the insiders who had been studying the problem for decades.  There was certainly a tone of outraged dignity in some of the responses.  It may have been bolstered by the fact that, because the authors of 3Wave were not much interested in the problems, the analysis and citation of existing literature may not have fitted the preferred patterns of some readers.


� SEE has a new method with wide application to develop, and, with its central concept of interactional expertise, has implications for many academic enterprises.  It touches, among other things, upon tacit knowledge, the central role of language in social life and linguistics in general, the philosophy of the body, the division of labour, trading zones and interdisciplinarity, management, knowledge management, psychology, neuropsychology, the role of mathematics in the physical sciences, artificial intelligence, distributed intelligence, geography, the measurement of social integration over time and place, and so on.  And, of course, it has a bearing wherever there are experts in any field.  In the course of the science wars, one of the only criticisms of social science that struck home, was that the field of social studies of science did not seem to move forward very fast whereas scientific fields change day by day – a criticism made by Louis Wolpert at the notorious 1994 meeting of the British Association for the Advancement of Science.  Suddenly we found, and continue find, ourselves in a field where it is impossible to keep up with researching, writing up and publishing the results of the endless new avenues of research.  In contrast, mainstream STS has become very staid and conservative – even formulaic.  


� Actually, the first draft of Rethinking Expertise – Collins and Evans (2007) – contained much more policy discussion than the final draft but the initial round of referees’ comments – we know some came from mainstream STS scholars – were so hostile that the manuscript would normally have been rejected.  With the agreement of our publishers, however, we were able to shorten and concentrate the book into its more technical heart and resubmit.  The following published papers are versions of chapters that were originally presented as part of the first submitted manuscript: Evans (2004), Boyce (2006), Evans and Marvin (2006) and Collins, Evans and Gorman (2007).  Unfortunately, there were also other contributions that were never published. 


� We are aware that in an institutional context, ‘science’ and ‘politics’ are necessarily ‘mixed’ (e.g. Rushefsky 1986, Salter 1988, Jasanoff 1990, Guston 2001a, 2001b, Bijker et al. 2009, Callon et al. 2009).    


� Fischer (2009: 146) interprets ‘Scientism4’ as advocating the ‘unreflected adoption’ of all sorts of technologies, whether their use is contested or not.  Collins and Evans (2007) had not this meaning in mind. Fischer’s reading of Scientism4 is informed by overlooking the important distinction between political and technical phase of technological decision-making in the public domain.  Instead Collins’ and Evans’ understanding, as well as the understanding of the authors of this paper, is fully compatible with Fischer’s (2009: 147) alternative interpretation: “Western technological culture, however, could also mean a culture that accepts the positive advantages of scientific technologies but still considers their place in democratic society, where citizens would ask whether they want to implement certain technologies, and, if so, how.”  


� See Collins (2009) and (2010 c).


� In retrospect, the authors would never have written 3Wave in the first place if they had not been informed by something like elective modernism.  Why be concerned with the degradation of the notion of expertise if one did not have a preference for the preservation of a society which treated scientific values as central?


� For Collins, the notion that people bound to nature by the soil have true instincts and understandings as opposed to those of the cosmopolitan city dweller smacks of the jackboot.


� By this we simply mean that public and political pressure should have no influence on the conclusions reached in the technical phase. Lysenkoism is the best known example of what happens when these values are not observed.


� It does not matter whether this is truly the case or not; what matters is that we have to know whether it is the case. 


� It must bear `reasonably’ because it is possible to ask an indefinite number of technical questions about anything.  


� There are many variants of democracy (see e.g. Barber 1984; Held 1999) and the Third Wave is compatible with a range of them.


� This does not mean that every passage of scientific work exhibits the norms and it certainly does not mean that democracy is co-extensive with science.  Science has many other subsidiary norms to do with its special subject matter and special investigative methods; democracy is distinguished by values and norms that have nothing to do with science – such as moral imperatives which have to do with the special value of human life.


� The only reason that capital punishment has not returned to the UK; it would certainly be welcomed by the majority of the UK’s population.


� As we have stated throughout, this does not mean that the Third Wave favours technocracy – on the contrary, it is explicitly against it.


� See Collins and Evans (2007), Collins (2010c), Collins (2010b, `Envoi’).  


� See also Collins (2010a) for an analysis of the meaning of the tacit knowledge which underlies the Periodic Table.


� See Collins and Pinch (1993, pp. 180-181).  Ronald Atlas, advisor to the Bush government at the time of 9/11, personal email communication (6 April 2008) explaining why he advised against mass smallpox vaccination of US citizens in the aftermath of the attack.  


� In the case of medicine the Laplacian model might be better termed the `Star Trek model’ of medicine:  In Star Trek every medical event can be related to a detailed medical cause using a small hand-held probe pressed to the patient’s skin.  Social analysts of science, above all, should understand how false this model is.


� It was not hard to gain the impression that social analysts taking this approach believed they occupied the high moral ground.  For example, Leach (seminar at Cardiff University 16 November 2006) explained that she believed she was supporting the underdog.  It is hard to see why free-riders in vaccination campaigns are any more underdogs than parents who drive their children to school in 4x4 vehicles whose protective value is proportional to the harm caused to lighter vehicles in collisions.  The underdogs would, rather, appear to be the children newly exposed to a higher measles risk who cannot be vaccinated against it because of other medical conditions.


� There is also a tendency in social analysis to assume that a reconstruction of actors’ categories can somehow resolve a political dilemma.  It may be that in respect of closed and unfamiliar societies the actors’ perspective is a central and vital resource in political analysis but in pluralist societies there are many actors’ perspectives.  In this case there is the perspective of the anti-MMR parents, the perspective of the parents of children too sick to be vaccinated against measles and the perspective of the 80% who continued to accept the MMR vaccination.  To present only one of these perspectives as though this could resolve a debate between competing perspectives seems a strange thing to do.  In any case, as incidents like the `science wars’ show, the social analysis of science is often a matter of imposing analysts’ perspective onto actors’ perspectives.  This was what SSK did and it was why it caused so much trouble.


� Extensive discussion of a variety of specialists expertises, see Collins and Evans (2007, pp. 18-35).  For an analysis of Mbeki’s expertise, see Weinel (2007).


� Wynne kindly allowed us to quote from this email.


� In fact our argument says nothing about Mbeki’s views having anything to do with superstition or anti-realism, our argument is that Mbeki ignored the expert consensus (Weinel 2008).








